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SUMMARY 

Generative Artificial Intelligence (GAI) is known to have a wide range of applications. In recent years, large 

language models (LLMs) based on GAI, such as GPT-4, Gemini, and Claude, have also been utilized in qualitative 

studies, particularly in content analysis processes. These models can analyze large qualitative datasets 

comprehensively and efficiently within a short time frame. GAI models effectively encode qualitative data and 

identify categories and themes. While GAI models provide researchers with significant advantages in terms of 

time and cost efficiency, ethical concerns regarding their use in content analysis have come to the forefront. 

Moreover, limitations such as biases, the potential to produce misinformation, and superficial analyses are 

significant barriers to the standalone use of these tools in content analysis. The aim of this study is to 

comprehensively examine the advantages of using GAI in content analysis and the challenges encountered in this 

process. In this context, recommendations are provided to researchers planning to utilize GAI models in their 

analyses, based on a review of relevant literature. Within these recommendations, this study emphasizes that GAI 

models alone are insufficient for effective content analysis without human involvement and proposes a hybrid 

approach. 

Keywords: Generative artificial intelligence (GAI), large language models (LLMs), qualitative 

research, content analysis 

 

INTRODUCTION 

Recent advancements in artificial intelligence (AI) have demonstrated remarkable exponential growth 

over the past years. While the foundations of this field were laid in the 1950s with a focus on algorithms 

and data processing, today, innovations in machine learning and deep learning have enabled AI systems 

to learn, make decisions, and, in some cases, exhibit characteristics resembling human behavior. 

AI is now widely utilized across various domains, including healthcare (Esteva et al., 2017), education 

(Aktay et al., 2023; Chen et al., 2020), transportation (Litman, 2020), agriculture (Kamilaris & 

Prenafeta-Boldú, 2018), energy (Kellogg et al., 2018), and disaster management (Bensi et al., 2020). 

The speed, precision, and efficiency offered by AI tools are among the key reasons for their widespread 

adoption across these diverse sectors (Gupta et al., 2024). In particular, generative artificial intelligence 

(GAI), which can produce realistic text, images, and human-like outputs, is currently transforming 

numerous industries (Bail, 2024). The development of GAI tools has also brought significant changes 

to academic research, reshaping traditional methodologies and creating new opportunities for data 

analysis and interpretation (Perkins & Roe, 2024a). A large-scale study conducted by Nature indicated 

that 30% of researchers use GAI-supported language models in their research writing (Prillaman, 2024; 

cited in Perkins & Roe, 2024b). In this context, it has been suggested that GAI models can also be 

effectively employed in qualitative research processes such as data coding, theme extraction, and large-

scale text analysis (Sivarudran Pillai & Matus, 2024). 

Qualitative research is a type of inquiry that seeks to understand and interpret phenomena in their natural 

settings, focusing on the meanings individuals assign to events (Denzin & Lincoln, 2011, p. 3). In other 

words, qualitative research involves exploring research problems using interpretive/theoretical 

frameworks that address the meanings individuals or groups attribute to a social or human issue 

(Creswell, 2021, p. 45). Data obtained in qualitative research can be analyzed inductively or deductively 

(Patton, 2018; Ravindran, 2019). Moreover, qualitative research includes designs such as 

phenomenology, case studies, ethnographic (cultural) studies, and grounded theory (Yıldırım & Şimşek, 

2021). Regardless of the research design or approach, the foundation of qualitative research often lies 
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in the meticulous coding process, where researchers identify and label core ideas within qualitative data 

(Saldaña, 2022). These labels, known as codes, aid researchers in deriving overarching themes and 

extracting significant insights (Braun & Clarke, 2006, as cited in Gamieldien et al., 2023). In summary, 

the process of qualitative data analysis can be described as a methodological progression from codes to 

categories and ultimately to themes (Saldaña, 2022). 

Qualitative data often include extensive datasets, such as hundreds of hours of audio recordings and 

dozens of documents, which can be overwhelming to analyze using traditional methods (e.g., manual 

analysis) (Katz et al., 2024). Consequently, the analysis of qualitative data requires substantial effort 

and considerable time (Gamieldien et al., 2023). At this point, GAI tools have been highlighted for their 

potential to expedite research processes and provide alternative perspectives through AI-generated 

content (Perkins & Roe, 2024b). Additionally, it has been noted that these tools can support social 

scientists in conducting content analysis (Patton, 2018) and thematic analysis (Braun & Clarke, 2006), 

among other commonly used research tasks (Bail, 2024; Perkins & Roe, 2024c). Notably, significant 

advancements in generative AI tools between November 2022 and June 2023 have captured the attention 

of both the public and academic communities (Malakar & Leeladharan, 2024), increasing researchers’ 

awareness of these tools. 

For decades, qualitative data analysis has relied on software such as ATLAS.ti, Nvivo, Dedoose, and 

MAXQDA (Katz et al., 2024). With the integration of GAI, these tools have become more functional 

(Paulus & Marone, 2024). However, recent studies (Bijker et al., 2024; Hamilton et al., 2023; Katz et 

al., 2024; Lixandru, 2024; Qiao et al., 2024) have shown that GAI tools powered by large language 

models (LLMs) are increasingly being utilized. Compared to traditional qualitative data analysis 

software, LLM-based GAI tools are accessible at significantly lower costs. Examples of such tools 

include OpenAI's ChatGPT, Google's Gemini, Anthropic's Claude, Meta's LLaMA, and Microsoft's 

Copilot. These GAI tools can perform “zero-shot” coding based on the datasets they are trained on 

(Davison et al., 2024). However, the use of these LLMs has raised numerous questions and concerns. 

Their application in qualitative research, particularly for data analysis, has sparked significant debates 

regarding their appropriateness and ethical implications (Perkins & Roe, 2024a; Sivarudran Pillai & 

Matus, 2024). Thus, AI presents both new challenges and opportunities for qualitative researchers, 

solidifying its growing presence in the academic field (Gibson & Beattie, 2024). 

In light of these developments, this study examines the use of GAI tools in qualitative data analysis, 

encompassing both inductive and deductive approaches. The topics discussed below include: the role of 

LLMs and GAI in research, the application of GAI in qualitative data analysis, challenges and ethical 

limitations of using GAI, and future perspectives and recommendations. 

 

LLMs and GAI 

Natural Language Processing (NLP) is a subfield of AI and linguistics that focuses on creating computer 

systems capable of processing and analyzing language. NLP underpins many technologies we encounter 

daily, such as voice assistants (e.g., Siri and Alexa) and translation programs (Nicholas & Bhatia, 2023). 

The advent of deep learning in the 2010s marked a turning point for NLP. Neural network architectures, 

including recurrent neural networks and long short-term memory, facilitated the modeling of sequential 

data. In 2017, the groundbreaking study titled "Attention Is All You Need" (Vaswani et al., 2017) 

introduced the transformer architecture. This innovation transformed NLP by uncovering relationships 

within text (Sarraf, 2024). 

Specifically, researchers at Google who developed the transformer architecture enabled language 

models to train on large amounts of data in parallel, rather than sequentially. As a result, transformer-

based language models (e.g., ChatGPT) can learn relationships between entire sequences of words rather 

than processing words individually (Nicholas & Bhatia, 2023). Additionally, these models are capable 

of processing vast amounts of data simultaneously (Perkins & Roe, 2024b). Such advancements have 

paved the way for large-scale LLMs capable of handling diverse and complex linguistic tasks. GAI, 

based on these innovations, has emerged as a natural extension of this development. 

GAI refers to machine learning tools trained on large datasets to generate content, such as text, images, 

or videos, from unstructured data. This technology, rooted in statistics, computer science, and 
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engineering, is also referred to as "foundation models" (Bail, 2024). GAI-powered chatbots go beyond 

understanding and analyzing language to create new contextual text. Supported by deep learning and 

large-scale transformers, GAI models produce coherent, contextual, and to some extent, human-like text 

(Sarraf, 2023, 2024). Due to their training on extensive datasets and the latest technical innovations (e.g., 

transformer models), these models generate realistic, human-like interactions (Bail, 2024). 

For example, OpenAI’s GPT-3 model, introduced in 2020, was trained on half a trillion English words 

sourced from the internet, while Google’s PaLM model, launched in 2022, was trained on approximately 

780 billion words obtained from English websites and social media (Brown et al., 2020; Chowdhery et 

al., 2022). GAI tools surpass traditional NLP applications in their capabilities. According to Sarraf 

(2024), these capabilities include: 

• Text generation: Creating articles, essays, stories, and creative content 

• Language translation: Performing highly accurate translations between languages 

• Text summarization: Generating summaries of extensive documents 

• Conversation: Facilitating human-like dialogue through chatbots and virtual assistants 

• Code generation: Writing, debugging, and interpreting programming code 

• Sentiment analysis: Interpreting users' emotions and sentiments from text 

• Personalization: Providing tailored content for marketing, e-commerce, and education 

• Information retrieval: Answering questions and extracting information from large datasets 

• Creative problem-solving: Assisting with brainstorming and generating ideas for creative 

tasks 

• Domain-specific expertise: Supporting applications in fields like healthcare, finance, and law 

Among GAI-based LLMs, OpenAI's ChatGPT stands out as one of the earliest and most widely 

recognized tools due to its fluency in language skills and intuitive chatbot-style interaction (Perkins & 

Roe, 2024b). Following OpenAI’s pioneering efforts, numerous tech giants have rapidly developed 

GAI-based LLMs. Today, widely used models include Google’s Gemini (formerly Bard), Anthropic’s 

Claude, Meta's LLaMA, and Microsoft’s Copilot. OpenAI has also released several subsequent models, 

such as ChatGPT-3.5, GPT-4, GPT-4o, GPT-4o mini and o1-mini. These AI tools have captured public 

interest and garnered millions of registered users (Curry et al., 2024). 

People frequently use GAI tools for various purposes, and researchers find these models particularly 

functional. Researchers apply GAI tools in data analysis processes for quantitative, qualitative, and 

mixed-method studies (Combrinck, 2024; Perkins & Roe, 2024a). Notably, the application of LLMs in 

analyzing qualitative data is gaining attention, as analyses like content analysis and thematic analysis 

rely on researchers' insights (Sivarudran Pillai & Matus, 2024). In this context, examining how GAI 

models are used in qualitative research is essential. 

The integration of Generative AI (GAI) tools in qualitative data analysis is a rapidly growing trend, 

offering researchers significant benefits in terms of time, cost, and efficiency. These tools, particularly 

large language models (LLMs) like ChatGPT and GPT-4, have demonstrated remarkable capabilities in 

automating various steps of the qualitative analysis process, from coding and categorizing data to 

identifying themes and insights. 

One of the key advantages of using GAI tools in qualitative research is the reduction in time and costs 

compared to traditional methods. For example, Gilardi et al. (2024) found that ChatGPT was able to 

analyze 6,183 documents with a level of accuracy that outperformed human workers, while also being 

significantly cheaper than crowdsourcing platforms like Amazon Mechanical Turk. Similarly, Lixandru 

(2024) reported that ChatGPT accelerated the analysis process in focus group data, completing it far 

faster than traditional methods. Gamieldien et al. (2023) highlighted that GPT-3.5, when used to analyze 

engineering students' exam responses, generated detailed thematic codes comparable to those derived 

through traditional thematic analysis, outperforming NLP-based cluster-supported methods. 

Moreover, some studies have demonstrated the reliability of GAI tools in producing analyses that are in 

close agreement with human researchers. For instance, Mellon et al. (2024) found that Claude-1.3 

closely matched human performance when analyzing survey data, while Hamilton et al. (2023) 
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identified substantial overlap between the themes found by both human researchers and ChatGPT in 

semi-structured interviews. The ability of GAI models to efficiently process large datasets has proven 

particularly useful in research settings where vast amounts of qualitative data need to be analyzed. 

However, there are also challenges and limitations. Several studies indicate that while GAI models can 

perform well in many qualitative analyses, they still struggle with certain aspects of the process. For 

example, Garg et al. (2024) found that the Cohen’s Kappa values, which measure the agreement between 

the AI and human coding, were not very high (below 0.65), indicating room for improvement in the 

accuracy of automated coding. Additionally, Curry et al. (2024) noted that while ChatGPT could 

separate keywords semantically, the categories it produced were often too general and lacked depth, 

which could hinder more nuanced qualitative analysis. 

Despite these limitations, there is a growing consensus that GAI tools have the potential to complement 

human researchers in the qualitative analysis process. They can serve as valuable secondary coders, 

enhancing the efficiency and scalability of qualitative research. The development of specialized tools, 

such as CoAIcoder, PaTaT, and AQUA, demonstrates the growing interest in creating AI-supported 

solutions for qualitative research (Gao et al., 2023; Gebreegziabher et al., 2023; Lennon et al., 2021). 

Furthermore, the use of GAI in qualitative data analysis raises important ethical considerations. 

Researchers must ensure that the application of these tools adheres to ethical standards, particularly 

regarding transparency, bias, and accountability in the analysis process (Combrinck, 2024). The 

increasing reliance on GAI for data analysis highlights the need for responsible use to maintain the 

integrity and validity of qualitative research. 

In conclusion, while GAI tools like ChatGPT and GPT-4 offer substantial benefits for qualitative data 

analysis, including improved efficiency, cost-effectiveness, and scalability, researchers should be 

mindful of their limitations and the ethical challenges they pose. As GAI technology continues to evolve, 

its role in qualitative research is likely to grow, but careful consideration is necessary to ensure that 

these tools are used in ways that enhance, rather than replace, human insight and judgment in the 

research process. 

 

The Use of GAI in Qualitative Data Analysis 

Analyzing data in qualitative studies is often costly, time-consuming, and prone to errors. Researchers 

are required to adhere to detailed frameworks during the coding process. GAI tools facilitate a relatively 

automated approach to coding data (Garg et al., 2024). For instance, Gilardi et al. (2024) analyzed 6,183 

documents, including tweets and news articles, using ChatGPT in their qualitative study. They found 

that ChatGPT accurately categorized the topics of the documents and the authors' perspectives. 

Moreover, the authors emphasized that ChatGPT outperformed trained human workers and was 

significantly less costly compared to Amazon Mechanical Turk (MTurk), a crowdsourcing platform 

developed by Amazon, with a cost as low as $0.003 per task. In another study, Mellon et al. (2024) 

analyzed survey data from an internet panel on the British election study using both a researcher and six 

LLMs. The results showed that Claude-1.3 was the most accurate model in approaching the pre-

categorized 50 data categories, demonstrating performance close to human accuracy (94%). 

In a recent qualitative study, Gamieldien et al. (2023) compared traditional thematic analysis, NLP-

based cluster-supported analysis, and GAI-supported analysis using GPT-3.5. The data analyzed 

consisted of responses from 3,800 engineering students’ exam papers (nine questions per paper). The 

study revealed that the GPT-3.5 model effectively identified themes in student responses similar to those 

identified through traditional thematic analysis. Furthermore, GPT-3.5 produced more detailed codes 

compared to NLP-based cluster-supported analysis. These findings suggest that GAI-based language 

models are more sophisticated and functional than rule-based or keyword-based NLP methods. 

Similarly, in a qualitative study by Lixandru (2024), data were obtained from a focus group comprising 

eight participants and analyzed using ChatGPT. Lixandru highlighted that AI is a reliable tool for 

interpreting qualitative data and noted that ChatGPT significantly accelerated the analysis process, 

completing it in a fraction of the time required by traditional methods. In another study, Bijker et al. 

(2024) employed ChatGPT for content analysis and concluded that ChatGPT holds potential as a 

secondary coder. However, there are also studies suggesting that GAI tools may not be efficient or 
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sufficient for qualitative data analysis. Garg et al. (2024) conducted a qualitative study involving 

interviews with 94 middle school teachers about education and educational technologies. The 

researchers manually categorized the data into eight categories and then analyzed the same data using 

GPT-3.5-turbo and GPT-4 models. The results showed that the Cohen’s Kappa values for both models 

did not exceed 0.65. Additionally, the GPT-4 model demonstrated better performance compared to GPT-

3.5-turbo. Similarly, Curry et al. (2024) utilized ChatGPT for discourse analysis. While ChatGPT 

performed reasonably well in semantically separating keywords, the categories it generated were overly 

general and superficial. Hamilton et al. (2023) compared the analyses conducted by researchers and 

ChatGPT on data obtained from semi-structured interviews with 71 participants. Their findings showed 

that five themes overlapped between researchers and ChatGPT. While researchers identified six themes 

in total, ChatGPT generated five themes. Moreover, the analyses conducted by AI lacked the depth, 

flexibility, and insight demonstrated by human researchers. 

In addition to open-source LLMs, some researchers have developed their own AI-supported tools for 

qualitative data analysis. Gao et al. (2023) developed CoAIcoder; Gebreegziabher et al. (2023) created 

PaTaT; and Lennon et al. (2021) introduced AQUA for this purpose. From another perspective, Wang 

(2024) used GPT-3.5, GPT-4.0, and GPT-4o models to conduct semi-structured interviews. Wang’s 

(2024) study demonstrated that GAI models could generate realistic interview responses and offer 

significant opportunities for improving interview questions. 

The use of GAI-based language models among researchers appears to be increasingly widespread. Some 

researchers argue that GAI models can be utilized for coding data (Siiman et al., 2023), conduct adequate 

qualitative analyses (Rahman et al., 2023), and perform automated inductive coding (Hämäläinen et al., 

2023; Curry et al., 2024). Additionally, qualitative data analyses conducted with these tools have been 

noted to provide researchers with significant advantages in terms of time and cost savings (Gamieldien 

et al., 2023; Prescott et al., 2024) as well as efficiency (Pattyn, 2024). Furthermore, it has been 

emphasized that using GAI tools in data analysis is a natural progression as long as researchers employ 

these tools responsibly (Combrinck, 2024). However, it is crucial to acknowledge that there are various 

ethical challenges and considerations related to the use of these tools in the data analysis process. 

 

Challenges and Ethical Limitations in the Use of GAI 

The primary limitation to the use of AI tools in qualitative data analysis arises from ethical concerns. In 

a study reflecting the opinions of 11 researchers on whether GAI should be used for qualitative data 

analysis (Davison et al., 2024), it was emphasized that a pragmatic perspective does not suffice as a 

justification for using GAI in such analyses. Instead, the tools employed in research must meet ethical 

standards and be recognized as ethical by other researchers. Within this framework, Davison et al. (2024) 

addressed the ethical concerns surrounding the use of GAI in qualitative data analysis under five main 

categories: 

Ethical Concerns 

1. Data Ownership and Rights 

Sharing data with GAI tools for automated analysis can result in breaches of data privacy. 

Commercial entities developing these tools may sell the data to third parties, violating ethical 

standards for research (Bail, 2024). 

2. Data Privacy and Transparency 

Researchers have a duty to maintain the confidentiality of participants and communities. Using 

GAI tools may expose sensitive data, raising serious privacy concerns. The lack of transparency 

in how these tools process and store data exacerbates this issue. 

3. Interpretive Competence 

Unlike traditional qualitative analysis software, GAI tools independently conduct analyses but 

lack the ability to interpret nuances of research environments, such as body language, tone of 

voice, or interpersonal dynamics. GAI tools also struggle to identify indirect language, humor, 

or cultural subtleties, often leading to findings that are superficial and rigid. This limitation 

undermines the depth and context essential in qualitative research. 



Education v2                                                                                                                                    Vol. 1, No. 1; December 2024 

17 
 

4. Biases and Discrimination 

GAI models are often trained on datasets with inherent biases, reflecting societal stereotypes. 

For example, OpenAI has acknowledged that its models exhibit biases and a Western orientation 

(Bender et al., 2021). This can lead to discriminatory outcomes and skewed analyses, 

particularly in studies involving marginalized groups. 

5. Researcher Responsibilities 

Researchers bear ethical obligations to ensure the accuracy and integrity of their work. While 

GAI tools can assist in analysis, automated applications without human oversight are considered 

unethical. Although some examples exist (Pavlik, 2023), GAI tools cannot be listed as authors 

in academic studies. The ethical issues specific to GAI applications evolve over time, 

highlighting the need for certain standards. For instance, some academic institutions have 

developed their own GAI services to meet data privacy requirements. This indicates that GAI's 

ethical concerns are often application-specific, focusing on privacy rather than general ethical 

issues. Moreover, the ambiguity in current guidelines on the use of GAI for qualitative coding 

and data analysis can lead to misuse and unethical practices, potentially compromising the 

reliability of research findings and negatively impacting the development of scientific 

knowledge. Such practices may also result in skepticism toward findings among practitioners. 

Notably, organizations such as Nature prohibit the use of GAI for specific purposes. Similarly, 

Wiley explicitly states in its guidelines that GAI models cannot be listed as authors in research 

articles. 

Practical Challenges 

1. "Hallucinations" and Inaccuracies 

GAI models are prone to "hallucinations," where they generate factually incorrect or fabricated 

outputs. This poses a major challenge for content and thematic analysis, as findings may include 

information absent from the dataset (Perkins & Roe, 2024c). Moreover, GAI tools may produce 

inconsistent results when the same data is reanalyzed, raising concerns about reproducibility 

and transferability (Lincoln & Guba, 1985). 

2. Limited Understanding of Context 

Qualitative research often involves complex expressions, including sarcasm, irony, emotion, or 

culturally specific contexts, which GAI tools struggle to interpret accurately (dos Anjos et al., 

2024). These nuances are critical to understanding participant perspectives holistically and 

avoiding oversimplifications. 

3. Training Data Limitations 

GAI models are trained on vast datasets sourced from the internet, including social media and 

websites, which are prone to inaccuracies and misinformation (Feuerriegel et al., 2024). These 

limitations increase the risk of cognitive errors in analysis, undermining the validity of research 

outcomes. 

4. Environmental Concerns 

Training GAI models generates substantial carbon emissions, contributing to environmental 

degradation (Wang et al., 2023). While some studies argue that GAI tools may produce lower 

emissions compared to human efforts for the same tasks (Tomlinson et al., 2024), the 

environmental impact of large-scale AI applications remains a critical concern. 

Broader Implications 

GAI tools often fail to address the holistic nature of social phenomena, which qualitative research seeks 

to explore (Karataş, 2015). Participant diversity and perspectives must be handled with care to avoid 

bias or manipulation, ensuring ethical and accurate representation (Lincoln & Guba, 1985; Patton, 

2018). Additionally, the over-reliance on GAI tools risks compromising the interpretive depth of 

qualitative studies, potentially leading to a loss of trust in research findings. 

In conclusion, the ethical and practical challenges associated with GAI tools, including concerns about 

data privacy, misinformation, bias, and environmental impact, highlight the need for stringent guidelines 
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and human oversight. These issues underscore the importance of balancing innovation with 

responsibility to ensure that GAI tools are used ethically and effectively in qualitative research. 

 

Future Perspectives and Recommendations 

GAI models can automate processes such as text generation, data collection, and data analysis. 

Additionally, GAI models can identify patterns and trends in data and formulate hypotheses (Dahal, 

2024). However, researchers should not perceive GAI tools as substitutes for human judgment and 

expertise. Particularly, tasks such as interpreting results, developing theoretical frameworks, and 

drawing inferences should remain the responsibility of researchers. GAI tools should be viewed as 

instruments that facilitate, support, and accelerate analytical processes rather than replacing critical 

thinking and domain expertise (Bearman & Ajjawi, 2023; Perkins & Roe, 2024b). For example, while 

GAI tools may expedite the analysis process, they fall short in interpreting findings, contextualizing 

data, and conducting in-depth analyses (Perkins & Roe, 2024c). Experienced researchers often 

outperform GAI in identifying themes (Prescott et al., 2024). 

In light of these considerations, a hybrid approach appears necessary for the analysis of qualitative data. 

Several studies (Combrinck, 2024; Gamieldien et al., 2023; Perkins & Roe, 2024a) emphasize the 

importance of adopting an integrative hybrid approach to qualitative data analysis. This approach 

involves synthesizing the capabilities of GAI models with researchers’ skills. It can reduce the costs of 

research, expedite the process, and improve inter-coder reliability (Pattyn, 2024). 

The hybrid use of GAI in qualitative data analysis can take various forms. For instance, after GAI 

performs the initial coding of textual data, analysts can refine these codes to develop more abstract and 

interpretive themes or adjust existing ones (Bijker et al., 2024; Yan et al., 2024). This method provides 

researchers with a detailed starting point for analysis (Perkins & Roe, 2024b). Similarly, a researcher 

could conduct a full thematic analysis and then employ GAI as a secondary analyst to evaluate 

inconsistencies between codes and themes. This triangulation process (Perkins & Roe, 2024a; Prescott 

et al., 2024) enhances the credibility of the study, potentially eliminating the need for a second human 

analyst and adding flexibility to the analytical process (dos Anjos et al., 2024; Prescott et al., 2024). 

Another approach involves integrating codes generated by researchers with those produced by GAI 

models during content analysis (Prescott et al., 2024). Such integration allows for leveraging the 

strengths of both analytical methods in research. 

Researchers must adhere to several considerations when using GAI models for qualitative data analysis. 

They should first be aware of the established ethical principles regarding AI use. According to Skorburg 

et al. (2024), these principles include taking responsibility for how AI tools are used, safeguarding 

participants' data privacy, ensuring transparency in AI usage, utilizing AI tools for specific purposes 

during research, and reporting such usage, as well as mitigating biases inherent in AI systems. 

Researchers should disclose the source codes and parameters of the AI tools they use and clarify where, 

how, and for what purpose these tools were employed (Bail, 2024; Dahal, 2024). Furthermore, informed 

consent forms provided to participants must explicitly state that their data will be shared with AI tools. 

Additionally, while GAI may provide an initial coding and identify patterns, researchers must 

thoroughly verify the accuracy of these patterns. They should avoid immediately building their analysis 

upon preliminary AI-generated codings (Davison et al., 2024). Ultimately, researchers must be 

cognizant of the errors or biases generated by GAI models and explicitly report the steps they took to 

validate the AI-generated findings. This can be achieved by cross-checking AI findings with manual 

analyses or employing multiple GAI tools for triangulation (Perkins & Roe, 2024b). Lastly, researchers 

should train the analytical tool with a sufficient number of manually coded examples before initiating 

analysis with GAI models (Garg et al., 2024). 

Alan Turing was among the first researchers to propose evaluating AI systems by determining whether 

humans could distinguish AI-generated content from human-generated content (Bail, 2024). Early 

attempts to create chatbots capable of passing this test (e.g., ELIZA) were unsuccessful. However, recent 

studies indicate a shift in this trend. In Mitchell’s (2024) study, human participants engaged in five-

minute conversations with either a human or various AI tools (ELIZA, GPT-3.5, and GPT-4). The results 

revealed that GPT-4 was perceived as human 54% of the time, surpassing the 50% threshold and 

becoming the first LLM to pass the test. Consequently, the use of up-to-date GAI models is crucial for 
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qualitative research, particularly for identifying human-specific contexts and generating codes, 

categories, and themes (Combrinck, 2024). 

 

CONCLUSION  

The development of GAI tools has significantly impacted scientific research, as in many other fields. 

Researchers strive to incorporate advancements in AI into their workflows. However, caution is 

paramount when employing GAI tools in research processes. Writing a research text, partially or 

entirely, through AI tools is unethical and detectable by numerous plagiarism detection tools (e.g., 

ZeroGPT). Regarding the use of GAI in data analysis, researchers must exercise diligence. While the 

ability to code vast amounts of data and derive themes within seconds is appealing, GAI models have 

yet to fully grasp human-specific nuances. Qualitative studies aim to uncover human perspectives in 

depth, and the superficial and mechanical analyses of GAI tools underscore their limited contribution to 

qualitative data analysis. The inability of GAI-based LLMs to match researchers' analytical capabilities 

suggests that these tools will not be suitable for direct (from scratch) use in traditional content analysis 

in the near future. Nevertheless, these tools appear effective in minimizing human errors and reducing 

research costs. Therefore, researchers can integrate GAI models—particularly their latest versions—

into their studies through a hybrid approach. 
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